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Abstract

We construct finite element spaces for the Stokes equations on curved domains,

which satisfy the Brezzi–Babu�sska condition. Moreover, we estimate the errors of the
finite element approximations for the Stokes equations.
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1. Introduction and statement of the result

Many numerical analysts have studied finite element approximations for the
Stokes equations and their errors. For error estimates, it is assumed that

the solution of Stokes equations are sufficiently regular, see [7]. However, if the

domain of Stokes flow is not smooth enough, in other words, if the boundary

of the domain has a geometric singularity, then the regularity of the solutions is

not known yet in general. A polygonal domain is a typical example of a sin-

gular domain. Only on a few cases of polygonal domains the regularity is

known. For example, Kellog and Osborn [8] have shown that on a con-
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vex polygon in R2 the solution of the Stokes equations is regular. Since the

regularity of solutions of the Stokes equations is not known (even though many
people want to believe the regularity) on general polygonal domains, many

numerical analysts assume that the solutions are regular on polygonal do-

mains. However, in this paper we do not assume artificially the regularity.

Instead we use the well-known regularity of solutions on smooth domains. We

approximate the smooth domain with polygons, and then estimate the errors of

finite element approximations on the polygons.

Historically, there are many papers which was dealt with finite element

approximations on curved domains. Schatz and Wahlbin [10] showed that the
H 10 projection into finite element spaces based on quasi-uniform triangulations
of a bounded smooth domain in Rn is stable in the maximum norm. Ciarlet and

Raviart [5], Lenoir [9] considered interpolations and finite elements, and Ber-

nardi [2] constructed L2-interpolations into finite element spaces on curved
domains, and estimated the errors. Schatz et al. [11] considered finite element

approximations on convex domains for the heat equations.

We consider a smooth domain, and approximate the domain by polygonal

subdomains. On the subdomains we construct finite element spaces and we
approximate the solution. Then, we show that the errors of the approximations

in H 1-norm for the velocity and in L2-norm for the pressure of the Stokes
equations are OðhÞ, and that the L2-error of the velocity is Oðh2Þ, where h is a
discretization parameter tending to zero.

Let X be a bounded domain in R2 of which boundary oX is in C2. We
consider the stationary Stokes equations: for f given in L2ðXÞ2, find ðu; pÞ in
H 10 ðXÞ2 � L2aðXÞ such that
�Duþrp ¼ f in X;
divu ¼ 0 in X;
uðxÞ ¼ 0 for x 2 oX;

8<: ð1:1Þ
where L2aðXÞ is the subspace of L2ðXÞ with
R

X qdx ¼ 0 for all q 2 L2aðXÞ. We
denote by h
; 
i the inner product in L2ðXÞ or in L2ðXÞ2, by k 
 k the corre-
sponding norm obtained by the inner product h
; 
i. For short, set X ¼defH 10 ðXÞ2

and Q ¼def L2aðXÞ.
Let h denote a discretization parameter tending to zero. For each h, let Xh

and Qh be finite dimensional spaces such that
Xh 
 X ¼ H 10 ðXÞ2; Qh 
 Q ¼ L2aðXÞ:
We consider the discretized problem: find ðuh; phÞ in Xh � Qh such that
hruh;rvhi � hph;divvhi ¼ hf; vhi for all vh 2 Xh;
hqh; divuhi ¼ 0 for all qh 2 Qh:

�
ð1:2Þ
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For the existence and the uniqueness of solution ðuh; phÞ of (1.2), a sufficient
condition is known, which is called the discrete inf-sup, or the Brezzi–Ba-
bu�sska(LBB) condition:

there exists a constant b > 0 independent of h such that
sup
v2Xh

hvh; qhi
kvhkXh

P bkqhk for all qh 2 Qh: ð1:3Þ
It is also known that the necessary and sufficient condition of the LBB con-

dition is that

there exists a linear operator Ph 2 LðX ;XhÞ satisfying:
hdivðv� PhvÞ; qhi ¼ 0 for all qh 2 Qh; v 2 X ;

kPhvkXh 6CkvkX for all v 2 X ; ð1:4Þ
with a constant C > 0 independent of h.
In the case of a polygonal domain X ¼ Xh, the finite element spaces satis-

fying the Brezzi–Babu�sska condition, are constructed by many authors, see [6]
for the reference.

In this paper we construct some finite element spaces on curved domains

satisfying the Brezzi–Babu�sska condition, and we estimate the errors of finite
element approximations for the Stokes equations. In Section 2 we review finite

elements. Since functions in H 10 ðXÞ may not be continuous, direct construction
of finite element spaces satisfying the inf-sup condition is not easy. So we

consider continuous L2-interpolations in Section 3. Based on the interpolations
we construct finite element spaces satisfying the inf-sup condition in Section 4.

In Section 5, we estimate the errors of finite element approximations for the

Stokes equations.
2. Review of finite element spaces

In this section we review Lagrange finite elements. Before going further, for

our usage we recall the regularity result of Stokes equations given in Propo-

sition 2.3 [12]:

Proposition 2.1. Let X be an open bounded set of class Cr; r ¼ maxfmþ 2; 2g;m
integer P�1. If f 2 W m;sðXÞ with 1 < s < 1, then there exist a unique solution
ðu; pÞ of (1.1) (p is unique up to a constant):
u 2 W mþ2;sðXÞ2; p 2 W mþ1;sðXÞ;
and there exists a constant c0ðs;m;XÞ such that
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kukW mþ2;sðXÞ þ kpkW mþ1;sðXÞ=R 6 c0kfkW m;sðXÞ:
Remark. If m is sufficiently large, for example s1s > 2 and mþ 2 ¼ s1 þ s2, then
the solution u 2 Cs2ðXÞ by Sobolev embedding Theorem, see [1].

For K 
 X, integer iP 0;W i;sðKÞ and k 
 ki;s;K denote the usual Sobolev
space and its norm on K, respectively. For K 
 X, integer iP 0, let jvji;K be the
L2ðKÞ-norm of ith order derivatives of v on K, which is the semi-norm of
HiðKÞ2. For s ¼ 2, set kvki;K ¼

def kvki;2;K , and HiðKÞ ¼ W i;2ðKÞ for K 
 R2. For

s ¼ 2 and i ¼ 0, we set kvkK ¼
def kvk0;K for K 
 R2. If V is a function space, we

also denote by kvkV the norm of v 2 V . For the definitions of Sobolev spaces,
refer to Adams [1].

We now review Lagrange finite elements. We assume that X is open
bounded domain in R2 of which boundary oX is Lipschitz or smooth. For our
error estimate we will assume later that X is of class C2. For each h > 0, we
introduce a triangulationTh of X, i.e., a finite set of 2-simplices K 
 X, where
h denotes the maximal diameter of K in Th; set
Xh ¼
def [K2Th K:
In the triangulationTh any intersection of two 2-simplices is empty or a vertex,

or a 1-face. It is clear that Xh 6¼ X in general, that is,Th is not exact. We notice

that in general, when Xh is a polygonal domain, Xh 6
X, unless (i) X is a
polygon, or (ii) X is convex smooth curve and the partitions of Xh are straight
edged, or (iii) oX is a polynomial curve and isoparametric finite elements are
used at the boundary. Here, our polygon Xh is contained in X.
For each x 2 oXh, we define dðX; xÞ, and then dðX;XhÞ by
dðX; xÞ ¼def distðx; oXÞ; and dðX;XhÞ ¼def sup
x2oXh

dðX; xÞ: ð2:1Þ
The boundary oXh of Xh consists of vertices and 1-faces. We assume that
Xh 
 X;X is in C2 and dðX;XhÞ6Ch2.
For each K 2 Th, there is an affine mapping FK : R2 ! R2 which maps a 2-

simplex bKK onto K and which is of the form

FKðx̂xÞ ¼ BK x̂xþ bK ;
where BK is a linear mapping from R2 to itself and bK 2 R2. The 2-simplex bKK is
called a reference 2-simplex. For each h and for each K ¼ FKðbKK Þ in Th, we

denote by hK the diameter of K and by qK the maximal diameter of circles
inscribed in K. We notice that
kBKk6 hK=q̂qK̂K ; kB�1
K k6 ĥhK̂K=qK ;
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where ĥhK̂K is the diameter of bKK , and q̂qK̂K the maximal diameter of circles inscribed

in bKK . The family fThgh of triangulations is said to be regular if there exist a
constant c independent of h such that
hK=qK 6 c
for any element K in Th. In [6], the following is shown:

Lemma 2.2. For each mP 0 and for all real s with 16 s61, the mapping
v 7! v̂v ¼ v � FK is an isomorphism from W m;sðKÞ2 onto W m;sðbKK Þ2 and the following
bounds hold:
jvjm;s;K 6Cj detBK j
1=skB�1

K kmjv̂vjm;s;K̂K for all v̂v 2 W m;sðbKK Þ2;
jv̂vjm;s;K̂K 6Cj detBK j

�1=skBKkmjvjm;s;K for all v 2 W m;sðKÞ2:
For a given integer r � 1P kP 1 and a 2-simplex K, denote by PkðKÞ the set
of all polynomials of degree 6 k, and set PkðKÞ ¼ PkðKÞ2. Notice that any
polynomial q 2 PkðKÞ is uniquely determined by its values on the set
SkðKÞ ¼ x

(
¼

X3
j¼1

kjaj :
X3
j¼1

kj ¼ 1; kj 2 0;
1

k
; . . . ;

k� 1
k

;1

� 	
; 16 j63

)
;

where aj are the vertices of K. For each K 2 Th, ðK;PkðKÞ; SkðKÞÞ is a Lag-
range finite element if we identify xi 2 SkðKÞ with dxi , where dxi is the Dirac
delta function at xi.

For a 2-simplex K with vertices a1; a2 and a3, the barycentric coordinates
kiðxÞ;¼ 1, 2, 3, of any point x 2 K, are the solutions of the linear system
X3

i¼1
aijki ¼ xj; j ¼ 1; 2; and

X3
i¼1

ki ¼ 1;
where ai ¼ ðai1; ai2Þ, and x ¼ ðx1; x2Þ. Let k̂ki ¼ ki � FK be the barycentric coor-
dinates on bKK .

3. Continuous L2-interpolations

Since each function v in X to be interpolated may not be continuous, the
usual interpolation Ihv 2 PkðKÞ defined in each element K by:
IhvðxÞ ¼ vðxÞ for x 2 SkðKÞ
may not be defined. So we cannot define their interpolations directly by using

the linear forms that characterize the degrees of freedom of the finite elements.

To overcome this difficulty, we introduce an interpolation operator by using a
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local L2-projection as in [2]. Based on the interpolation we finally want to
define a projection Ph: X ! Xh which satisfies the inf-sup condition of the finite
element space.

First, we consider local L2-interpolations. Define finite dimensional subspace
Yh of H 1ðXÞ2 by
(0,0)

(a)
Yh ¼def fq 2 C0ðXhÞ : qjK 2 PkðKÞ for all K 2 Thg:
We take nodes xi 2 Xh such that
[K2ThSkðKÞ ¼ fxi : 16 i6Nhg;
all the nodes xi being distinct. For each integer i, 16 i6Nh, there exists exactly
one function ui 2 Yh such that for j ¼ 1; . . . ;Nh,
uiðxjÞ ¼ 1 if i ¼ j;
uiðxjÞ ¼ 0 if i 6¼ j:

�

Then the set fui: 16 i6Nhg is a basis of Yh. Then, for 16 i6Nh, we define a
macroelement Di by
Di ¼ [fK 2 Th; supp ðuiÞ \ K is nonemptyg ¼ [fK 2 Th : xi 2 Kg:
If the triangulation Th is regular, then the number of triangles K in Di is
bounded by a constant M independent of h and i. On the other hand, the
number of macroelements Di containing a given K is bounded by a constant.
To each Di, there exists a reference macroelement bDDi contained in the unit ball
of R2 which is the union of bKK ¼ F �1

K ðKÞ;K 
 Di. Furthermore, there exists a
continuous and invertible mapping FDi from

bDD i onto Di such that FDi jK̂K is an
affine mapping from bKK onto K ¼ FKðbKK Þ for each bKK 
 bDDi. Some examples of Di
and bDDi are given in Fig. 1.
Now we define the interpolation operator R0h: L

1
0ðXÞ ! Y 0h by using local L

2-

projections, where L10ðXÞ is the subset of L1ðXÞ2 with zero boundary data, and
Y 0h ¼
def Yh \ H 10 ðXhÞ

2

F∆i xi F∆i

xi

(0,0)

(b)

Fig. 1. Examples of Di and their references bDDi.
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is the subset of Yh with zero boundary data. Let Ch be the set of the 1-faces
f 
 oXh of K 2 Th. For each 1-face f 2 Ch of K 2 Th, denote
Sh;Ch ¼ [f2ChðSkðKÞ \ f Þ:
We extract a maximal system of linearly independent functions from fui:
i ¼ 1; . . . ;Nhg corresponding to Sh;Ch , which is denoted by fu1; . . . ;uN 0

h
g. Then

we complete the system in Yh by renumbering to obtain the maximal system
fu1; . . . ;uNhg. We have the finite element space Y 0h with zero boundary con-
dition;
Y 0h ¼ spanfui : N 0
h < i6Nhg:
Now we are ready to define the interpolation operator R0h.
Let v 2 L10ðXÞ. For i, 16 i6Nh, setting v̂vi ¼

def
v � FDi , there is a unique

q̂qi 2 fPkðbDDiÞ such that
Z
bDD iðv̂vi � q̂qiÞq̂qdx̂x ¼ 0 for all q̂q 2 PkðbDDiÞ; ð3:1Þ
where PkðbDDiÞ is the subset of C0ðbDDiÞ of piecewise polynomials of degree 6 k.
Then, we define a local interpolation Rhv by
Rhv¼
def

XNh
i¼1

q̂qi � F �1
Di

� 

ðxiÞui: ð3:2Þ
The interpolation Rhv belongs to Yh. In the definition of the interpolation Rhv,

the boundary information of v is not counted on, in other words, Rhv may not

belong to Y 0h . To get an interpolation in Y
0
h for v 2 L

1
0ðXÞ, we need to define

another interpolation, denoted by R0h. If the points xi of Di is on oXh, then
discard such i from (3.2). That is, we discard the indices i ¼ 1; . . . ;N 0

h. Then we

define R0hv by
R0hv¼
def

XNh
i¼N 0

hþ1
q̂qi � F �1

Di

� 

ðxiÞui: ð3:3Þ
The interpolation R0hv for v 2 L10ðXÞ belongs to Y 0h .

Remark. If v 2 W 2;sðXÞ2 for s > 1, then the usual interpolation Ihv is defined,

and we use that instead of Rhv. In the same way in (3.3), the interpolation I
0
hv

with zero on the boundary is defined from Ihv.

The following is shown in Lemma 4.1 [2].

Lemma 3.1. Assume that the triangulation Th is regular. For any function v in
L1ðXÞ \ W ‘;sðDiÞ2, we have that, for each K of Th contained in Di,
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kv� qikm;r;K 6Ch‘�mþ2ð1=r�1=sÞkvk‘;s;Di
for m6 ‘6 k þ 1, where q̂qi ¼ qi � FDi .

The error estimate of the L2 projection Rh is given in [2].
Lemma 3.2. Assume that the triangulation Th is regular. Given K 2 Th, set DK
be the union of all Di containing K; i6 16Nh. Then, for any function v in
L1ðXÞ \ W ‘;s

0 ðDKÞ2, there is a constant C independent of h such that
kv�Rhvkm;r;K 6Ch‘�mþ2ð1=r�1=sÞkvk‘;s;DK ;
for m6 ‘6 k þ 1.

The corresponding lemma for Ih to Lemma 3.2 is also given in Lemma

I.A.2 [6].

If the triangulationTh is exact, that is, Xh ¼ X then the error estimate of R0h
is given in [2]. In our case, the triangulation Th may not be exact. Before we
estimate the errors of the projection R0h, we need the following lemma:
Lemma 3.3 (Poincar�ee�s inequality). Let K 2 Th be a triangle sharing its one
face with oXh. Assume that a1; a2; a3 be the vertices of K and that a1; a3 are on
oXh. Let b1; b3 be the two closest points on oX from a1; a3, respectively. Set eKK be
a subset of X containing K, like in Fig. 2, which is surrounded by the other two
sides of K, the two line segments a1b1 and a3b3, and the curve c¼def b1b3

_

on oX.
Then, for v 2 H 1ðeKK Þ2 with vjc ¼ 0, we have
kvkK 6 ðdðX;XhÞ þ hÞkrvk ~KK ;
where dðX;XhÞ is defined in (2.1).
K

a 3a 1

a 2

(z1, z2)

b 3b 1

(z1, z0)

Fig. 2. Triangle on oXh.
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We estimate the errors of the L2-projection R0h.

Theorem 3.4. Assume that the triangulation Th is regular, and dðX;XhÞ6Ch2.
Given K 2 Th, let DK be the union of all Di containing K, i6 16Nh. If K 2 Th

has a nonempty intersection with oXh, then we denote by eDDK

eDDK ¼defDK [ [

G
DK ;G2Th

eGG;

where eGG is defined like eKK in Lemma 3.3. Then, for any function v in
L10ðXÞ \ H 10 ðDKÞ

2, there is a constant C independent of h such that
kv�R0hvkm;K 6Ch1�mkvk1;~DDK :
where m ¼ 0; 1.
Furthermore, if s > 2, then we have that for 06m6 2,
kv�I0hvkm;s;K 6Ch2�mkvk2;s;~DDK for v 2 W 2;s0 ðXÞ2:
Remark. If K has no intersection with oXh then eDDK ¼ DK .

Proof. If K is in the interior of Xh then R
0
h is Rh. Hence, the proof follows from

Lemma 3.2. We assume that K has a face or a vertex on oXh. Then we re-
number the macroelements Di; i ¼ 1; . . . ; j such that K 
 Di. Among them, we
denote by D1; . . . ;Dj0 ; j0 < j, the macroelements such that the node xi corre-
sponding to Di belongs to Sh;Ch for i ¼ 1; . . . ; j0. We have
v�R0hv ¼ v�
Xj
i¼j0þ1

qiðxiÞui ¼ v�Rhvþ
Xj0
i¼1

qiðxiÞui;
where qi ¼
def

q̂qi � F �1
Di
, and q̂qi is obtained in (3.1). Owing to Lemma 3.2, it remains

to estimate qiðxiÞui. Notice that for 06m6 k,
kuikm;K 6Ch1�m:
By Lemma 2.2, we have
jqiðxiÞj6 kqik0;1;Ki 6Ckq̂qik0;1;K̂Ki ;
where Ki is a 2-simplex containing xi. By the Sobolev inequality, we have
jqiðxiÞj6Ckq̂qik0;1;K̂Ki 6Ckq̂qik2;K̂Ki :
Notice that the norms k 
 k2;K̂K and k 
 kK̂K on PkðbKKiÞ do not depend on h, in other
words, these norms are equivalent on PkðbKKiÞ;
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kq̂qik2;K̂Ki 6Ckq̂qikK̂Ki ;
where the constant C is independent of h. For each v̂v, we have
kq̂qikK̂Ki 6Ckq̂qi � v̂vkK̂Ki þ Ckv̂vkK̂Ki 6Cðkqi � vkKi þ kvkKiÞj detBKi j
�1=2

6Ch�1ðkqi � vkKi þ kvkKiÞ:
By Lemma 3.1, one has kqi � vkKi 6Chkvk1;Di . Hence, we have
jqiðxiÞj6Cðkvk1;Di þ h
�1kvkKiÞ:
Applying Lemma 3.3 we have
kvkKi 6Chkrvk~DDi
;

where eDDi is a subset of eDDK corresponding to Di � Ki. Therefore, we have
kv�R0hvkm;K 6Ch1�mkvk1;Di þ Ch
1�mkrvk~DDi

:

We now consider I0h. Let v 2 W
2;s
0 ðXÞ2. Since
v�I0hv ¼ v�Ihvþ
Xj0
i¼1
vðxiÞui;
we need to estimate vðxiÞui. Consider z ¼ ðz1; z2Þ in Fig. 2. Then, for ðz1; z0Þ 2 c
we have vðzÞ ¼ vðz1; z0Þ þ oxvð~zzÞðz1 � z0Þ ¼ oxvð~zzÞðz1 � z0Þ, where ~zz is a point
between ðz1; z0Þ and z. Since s > 2, we have W 2;sðXÞ2 
 C1 by Sobolev em-
bedding theorem. Now that jz1 � z0j6 dðX;XhÞ6Ch2, we have that for
xi 2 oXh; jvðxiÞj6Ch2krvk0;1; ~KK 6Ch

2kvk2;s; ~KK , which completes the proof. �
4. Construction of finite element spaces satisfying LBB conditions

In this section, we construct a finite element space which satisfies the inf-sup

condition. On the Lagrange finite elements we consider polynomials as in [3].

Let K be an arbitrary triangle in Th with vertices a1; a2; a3. Denote by fi the
side opposite to ai, and by ni and ti the unit outward normal and unit tangent

vectors to fi like in Fig. 3.
Let
q1 ¼
def
n1k2k3; q2 ¼

def
n2k1k3; q3 ¼

def
n3k1k2:
Consider the polynomial subspace, denoted by P1, of P2ðKÞ:
P1ðKÞ ¼
def
P1ðKÞ � spanfq1;q2; q3g:



a1 a2

a3

n1
t1

f1

n2

t2

f2

n3

t3f3

Fig. 3. Triangle in Th.
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Define finite element spaces
Xh ¼
def fv 2 C0ðXhÞ : vjK 2 P1ðKÞ for all K 2 Thg \ H 10 ðXhÞ

2
;

Qh ¼
def fq 2 L2aðXhÞ : qjK 2 P0ðKÞ for all K 2 Thg:
It is clear that any polynomial q 2 P1ðKÞ is uniquely determined by
qðaiÞ; and

Z
fi

q 
 ni dr; 16 i6 3;
where ai are the three vertices of K, and fi are the three sides of K. Any
polynomial qK 2 P1ðKÞ has the form:
qK ¼
X3
i¼1

qðaiÞki þ
X3
i¼1

aiqi; ð4:1Þ
with ai 2 R. In other words, any polynomial qK 2 P1ðKÞ is of the form

qKðxÞ ¼ c1k1ðxÞ þ c2k2ðxÞ þ c3k3ðxÞ þ a1q1 þ a2q2 þ a3q3; ð4:2Þ
where ci 2 R2 and ai 2 R are constants. We use the L2-interpolation
R0hvjK 2 PkðKÞ where k ¼ 1. We now define the operator Ph 2 LðX ;XhÞ. In
order to define Phv for each v 2 X , we need to find the constants ci and ai in
(4.2). The number of unknowns on each K is 9.
We define Ph in several ways depending on a 2-simplex K in Th. Let v 2 X

be given. Then the first condition for the definition of Phv is given by the

following:

ðP0Þ Let K be a 2-simplex in Th. The Phv satisfies
PhvðaÞ ¼ R0hvðaÞ for each vertex a of K: ð4:3Þ
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If a vertex a is on oXh, then PhvðaÞ ¼ 0.
The second condition for Phv is given by the following:

ðP1Þ If K 2 Th is interior of Xh, that is, K has no vertex sharing with oXh, then
the second condition of Phv is given by
Z
f
ðPhv� vÞ 
 ndr ¼ 0; ð4:4Þ

for each side f of K, where n is the unit outward normal vector on each
side f .
In this case, the side f corresponds to f5; f18; f19 for K9; f19; f20; f21 for K10,
and so on. The number of unknown variables is 9, and the number of equations

is also 9. In [6], Ph is defined in this way.
ðP2Þ In case that K 2 Th has two vertices a1, a3 in oXh like K1, K3, K4, K7 and

K8 in Fig. 4. For all sides f 1, f 3 of K not on oXh, the second condition of
Phv is given by
Z
f 1[f 3

Phv 
 ndr ¼
Z
oK
v 
 ndr; ð4:5Þ

where n is the unit outward normal vector on each face f i.

In this case, since we want to find Phv in Xh 
 H 10 ðXÞ2, Phv is zero on the

side f 2 having the ends a1, a3 like f2 of K1, f6 of K3, and so on. Hence, we have
from (4.1) and (4.2) that c1 ¼ c3 ¼ 0. Furthermore, a2 ¼ 0 since Phv is zero on
f 2. Therefore, c2 and a1, a3 are undetermined yet, in other words, the number
of unknowns is 4. From (4.3) c2 is determined, therefore, owing to (4.5) we

need one more condition, which will be specified in ðP4Þ and ðP5Þ. (Notice that
f i and fi are different face notations.)
K1

f1

f2

f3

K2

f4

f5

K3

f6

f7
K4

f8

f9

K5

f10

f11

K6

f12

f13

K7

f14

f15

K8

f16

f17

K9
f18

f19

K10

f20

f21

K11

f22 K12
f23

f24

K13 f25

Fig. 4. Triangulations.
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ðP3Þ In case that K 2 Th has one vertex a2 in oXh like K2, K5 and K6 in Fig. 4.
For the side f 2 of K not having a2 as its end point, the second condition
of Phv is given by
Z
f 2
ðPhv� vÞ 
 ndr ¼ 0: ð4:6Þ

For the other two sides f 1 and f 3 of K,Z
f 1[f 3

ðPhv� vÞ 
 ndr ¼ 0: ð4:7Þ

In this case, f 2 corresponds to f5 of K2, f11 of K5 and f13 of K6. The other
two sides f 3, f 1 of K correspond to f3, f4 of K2, f9, f10 of K5, and so on.
From (4.3), c1, c2 and c3 are determined, and owing to (4.6) and (4.7), like

the case ðP2Þ one more condition is needed.
To the cases ðP2Þ and ðP3Þ we add the following third condition:

ðP4Þ Let K1 and K2 be two 2-simplices in ðP2Þ or ðP3Þ sharing a 1-face f with.
Then, on f the third condition of Phv is given by
Z
f
ðPhvjK1 � PhvjK2Þ 
 ndr ¼ 0; ð4:8Þ

where n is the unit outward normal vector of K1 on f . Here, f corre-
sponds to f3 of K1 and K2; f4 of K2 and K3, f7 of K3 and K4; f15 of K7 and
K8, and so on. If the number of 2-simplices in cases ðP2Þ or ðP3Þ is s, then
from ðP4Þ we have one degree of freedom left. Finally, we add the last
condition to ðP4Þ.

ðP5Þ Let K be a fixed 2-simplex in ðP3Þ, and let f be one of the face of K with
one end on oXh. Then, on f the forth condition of Phv is given by
Z
f
ðPhv� vÞ 
 ndr ¼ 0: ð4:9Þ
Remark. (1) In ðP5Þ we take only one 2-simplex K and also only one 1-face of
K. If we consider another K 0 satisfying the condition in ðP5Þ, then the system to
find Phv is over determined. (2) With the view of (4.1) and from the definition

of Ph, we have that for each x 2 K,
PhvðxÞ ¼
X3
i¼1

R0hðaiÞkiðxÞ þ
X3
i¼1

aiqiðxÞ;
where ai are the three vertices of K. With the same point of view, the continuity
of Phv is obtained easily. If k ¼ 1 in the definition of R0h in Section 3, then
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R0hðvÞðxÞ ¼
X3
i¼1

R0hðaiÞkiðxÞ; ð4:10Þ
of which error estimate is given in Theorem 3.4.

We finally have a unique Phv 2 Xh for each v 2 X . Let us now estimate the
error of Phv for each v 2 X .

Lemma 4.1. Assume that the triangulation Th is regular. Let X0 
 Xh be the
union of 2-simplices K 2 Th having no vertices sharing with oXh like in case
ðP1Þ. Then we have
jv� Phvjm;X0 6Ch
1�mkvk1;X0 for all v 2 H

1
0 ðXÞ2 ð4:11Þ
for m ¼ 0 or 1, with a constant C independent of h and v.
Furthermore, if s > 2, then we have that for 06m6 2,
jv� Phvjm;X0 6Ch
2�mkvk2;X0 for all v 2 W

2;s
0 ðXÞ2: ð4:12Þ
Proof. Let K be a 2-simplex in case ðP1Þ, for example, K10 in Fig. 4. Set ai,
i ¼ 1, 2, 3, be the vertices of K, and set f i be the 1-face of K opposite to ai. With
the view of (4.1) and from the definition (4.3) and (4.4) of Ph, we have that for

each x 2 K,
PhvðxÞ ¼
X3
j¼1

R0hðajÞkjðxÞ þ
X3
j¼1

ajqjðxÞ;
where
aj ¼
R
f jðv�R0hðajÞkjÞ 
 nj drR

f j qj 
 nj dr
: ð4:13Þ
Here,
R
f j qj 
 nj dr ¼

R
f j kj0kj00 dr where if j ¼ 3 then j0 ¼ 1 and j00 ¼ 2, if j ¼ 2

then j0 ¼ 1 and j00 ¼ 3, and if j ¼ 1 then j0 ¼ 2 and j00 ¼ 3. We use this index
notation for j, j0, j00 for short.
From Lemma 2.2, we infer that
jkj0kj00 jm;K 6Cj detBK j
1=2kB�1

K kmjk̂kj0 k̂kj00 jm;K̂K 6Cj detBK j
1=2kB�1

K km ð4:14Þ
since jk̂kj0 k̂kj00 jm;K̂K is a constant independent of h and K. Notice that
Z
f j

kj0kj00 dr ¼ measðf
jÞ

measðf̂f jÞ

Z
f̂f j

k̂kj0 k̂kj00 dr̂r ð4:15Þ
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and that
Z
f j
ðv

���� �R0hvÞ 
 nj dr
����6 measðf jÞ
measðf̂f jÞ

Z
f̂f j
jv̂v

�
� dR0hvR0hvj

2
dr̂r

�1=2
:

By the trace theorem (Theorem 5.22 in Adams 2.2 or Theorem I.1.5 in [6]),
Z
f̂f j
jv̂v

�
� dR0hvR0hvj

2
dr̂r

�1=2
6Ckv̂v� dR0hvR0hvk1;K̂K : ð4:16Þ
From Lemma 2.2 and Theorem 3.4, we have
kv̂v� dR0hvR0hvk1;K̂K 6Cj detBK j
�1=2 kv

�
�R0hvkK þ kBKk jv�R0hvj1;K



6Cj detBK j�1=2hkvk1;DK ; ð4:17Þ
where DK is defined in Lemma 3.2. From (4.13), (4.15), (4.16) and (4.17), we
have
jaij6CjdetBK j�1=2hkvk1;DK :
Therefore, from the above and (4.14) we have
X
i

aiqi

�����
�����
m;K

6Ch1�mkvk1;DK ; ð4:18Þ
where Dk is defined in Lemma 3.2. By (4.18) and Theorem 3.4, we have (4.11).
For v 2 W 2;sðXÞ2;R0hv¼

def
I0hv as mentioned before. Instead of (4.17), we have
kv̂v� dR0hvR0hvk1;K̂K 6Cj detBK j
�1=2h2kvk2;DK ;
hence, instead of (4.18), we have
X
i

aiqi

�����
�����
m;K

6Ch2�mkvk2;DK ;
therefore, by combining this with Theorem 3.4 we complete the proof of

(4.12). �

Theorem 4.2. If the triangulation Th is regular, and dðX;XhÞ6Ch2 holds, then
jv� Phvjm;Xh 6Ch
1�mkvk1;X for all v 2 H 10 ðXÞ2 ð4:19Þ
for m ¼ 0 or 1, with a constant C independent of h and v. We also have
Z
Xh

divðv� PhvÞqh dx ¼ 0 for all qh 2 Qh: ð4:20Þ
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Moreover, if s > 2, then we have that for 06m6 2,
jv� Phvjm;Xh 6Ch
2�mkvk2;X for all v 2 W 2;s0 ðXÞ2 ð4:21Þ
Proof. The identity (4.20) is obtained directly from the conditions (4.4), (4.5),

(4.6) and (4.7) depending on K by applying the divergence theorem.
In case ðP1Þ, the proof is given in Lemma 4.1. Hence, it is enough to con-

sider simplices only in the cases ðP2Þ and ðP3Þ. For simplicity we use the labels
like in Fig. 5 and in Fig. 6, which Fig. 5 is in case ðP2Þ and Fig. 6 in case ðP3Þ.
Notice that there is finite many such simplices since the triangulation Th is

regular, and that h times the number of such simplices is a constant depending
on X, but independent of h. We let Ki; i ¼ 1; . . . ; s be such consecutive 2-sim-
plices sharing at least one vertex with oXh, and Ksþ1 ¼ K1 and K�1 ¼ Ks. From
the above statement, we know sh is constant. We denote by f i the face
Ki \ Kiþ1 for i ¼ 1; . . . ; s, and by f i�1=2 the face of Ki between f i and f i�1 for
each i. We denote by ki;j the barycentric coordinates kj, and by ai;j the vertices
aj on Ki. In Fig. 4, Ki corresponds to K1; . . . ;K8 and more, and f s to f1 and f i

to f3; f4; f7; f9; f10; f12; f15; f17, and others which do not show up in this picture.
In Fig. 4, f i�1=2 corresponds to f2 of K1; f6 of K3; f5 of K2; f11 of K5, etc.

Step 1: First we consider K and the face f taken in ðP5Þ. Then there is an
index i such that K ¼ Ki and 16 i6 s, then f is one of f i and f i�1. Let f ¼ f i.
In Fig. 4, for example, K could be K5 and f be f10. The conditions (4.6) on
K i

a i,2

a i,3a i,1

fi-1 fi

f i-1/2

Fig. 5. Case ðP2Þ.

K i

a i,2

a i,3a i,1

fi-1 fi

f i-1/2

Fig. 6. Case ðP3Þ.
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f i�1=2, (4.7) on f i [ f i�1, and (4.9) on f i become (4.4) on f i; f i�1=2 and f i�1.
Thus we can prove (4.19) on K like in Lemma 4.1. Consider first the case that
Kiþ1 is in case ðP3Þ like K6 in Fig. 4. Since we have (4.9) on f i and (4.8) on the
intersection f i of Ki and Kiþ1, we have the same situation like Ki.

Step 2: We now consider that Kiþ1 is in case ðP2Þ, for example, Ki ¼ K6 and
Kiþ1 ¼ K7 in Fig. 4. Let a1 and a3 be the two vertices of Kiþ1 on oXh, and let a2
the rest vertex not on oXh. Owing to (4.8) and (4.9) on f i, setting f iþ1=2 be the
face of K on oXh, we have from (4.5) that
Z

f iþ1
Phvdr ¼

Z
f iþ1=2[f iþ1

vdr: ð4:22Þ
Since R0hðaiþ1;1Þ ¼ R0hðaiþ1;3Þ ¼ 0, and Phv ¼ 0 on f iþ1=2, we have
PhvðxÞ ¼ R0hðaiþ1;2Þkiþ1;2ðxÞ þ aiþ1;1qiþ1;1ðxÞ þ aiþ1;3qiþ1;3ðxÞ: ð4:23Þ
By (4.8) of Ph, we have
0 ¼
Z
f i
ðR0hðaiþ1;2Þkiþ1;2 � vÞ 
 niþ1;3 dr þ aiþ1;3

Z
f i

kiþ1;1kiþ1;2 dr:
Thus we have
aiþ1;3 ¼
R
f iðv�R0hðaiþ1;2Þkiþ1;2Þ 
 niþ1;3 drR

f i kiþ1;1kiþ1;2 dr
:

In a similar way in the proof of Lemma 4.1, we obtain
jaiþ1;3q3jm;Kiþ1 6Ch1�mkvk1;~DDKiþ1 ; ð4:24Þ
where eDDKiþ1 is defined similarly as in Theorem 3.4. Owing to (4.23), we have
that
 Z

f iþ1
ðPhv� vÞ 
 niþ1;1 dr ¼

Z
f iþ1

ðR0hvðaiþ1;2Þkiþ1;2 � vÞ 
 niþ1;1 dr

þ aiþ1;1

Z
f iþ1

kiþ1;2kiþ1;3 dr;Z
f i
ðPhv� vÞ 
 niþ1;3 dr ¼

Z
f i
ðR0hvðaiþ1;2Þkiþ1;2 � vÞ 
 niþ1;3 dr

þ aiþ1;3

Z
f i

kiþ1;1kiþ1;2 dr:
From (4.5) we have that
Z
f iþ1=2

v 
 niþ1;2 dr ¼
Z
f iþ1

ðPhv� vÞ 
 niþ1;1 dr þ
Z
f i
ðPhv� vÞ 
 niþ1;3 dr:
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Hence, we have
Z
f iþ1=2

v 
 niþ1;2 dr

¼
Z
f iþ1

ðR0hvðaiþ1;2Þkiþ1;2 � vÞ 
 niþ1;1 dr þ aiþ1;1

Z
f iþ1

kiþ1;2kiþ1;3 dr

þ
Z
f i
ðR0hvðaiþ1;2Þkiþ1;2 � vÞ 
 niþ1;3 dr þ aiþ1;3

Z
f i

kiþ1;1kiþ1;2 dr:
Thus, we have
aiþ1;1 ¼
R
oKiþ1ðv�R0hvðaiþ1;2Þkiþ1;2Þ 
 ndrR

f iþ1 kiþ1;2kiþ1;3 dr
� aiþ1;3

R
f i kiþ1;1kiþ1;2 drR
f iþ1 kiþ1;2kiþ1;3 dr

:

Notice that
Z
oKiþ1

ðv
���� �R0hvðaiþ1;2Þkiþ1;2Þ 
 ndr

����6 measðoKiþ1Þ
measðôoKiþ1Þ

Z
oK̂Kiþ1

jv̂v
�

� dR0hvR0hvj
2
dr̂r

�1=2
:

By the trace theorem in [1], we have
Z
oK̂Kiþ1

jv̂v
�

� dR0hvR0hvj
2
dr̂r

�1=2
6Ckv̂v� dR0hvR0hvk1;K̂Kiþ1 :
From Lemma 2.2 and Theorem 3.4, we have
kv̂v� dR0hvR0hvk1;K̂Kiþ1 6Cj detBK j
�1=2 kv

�
�R0hvkKiþ1 þ kBKk jv�R0hvj1;Kiþ1



6Cj detBK j�1=2h1kvk1;~DDKiþ1 :
Thus, in a similar way in the proof of Lemma 4.1, we have
jaiþ1;1qiþ1;1jm;Kiþ1 6Ch1�mkvk1;~DDKiþ1 : ð4:25Þ
Therefore, from (4.10), (4.23)–(4.25), and Theorem 3.4 we have
jv� Phvjm;Kiþ1 6Ch1�mkvk1;~DDKiþ1 ; ð4:26Þ
where DKiþ1 is defined similarly as in Theorem 3.4.
Step 3: We also have two cases such that the next 2-simplex Kiþ2 is in case

ðP2Þ or in case ðP3Þ. In case ðP3Þ, we have
Phv ¼ R0hðaiþ2;1Þkiþ2;1 þR0hðaiþ2;3Þkiþ2;3 þ
X3
j¼1

aiþ2;jqiþ2;j; ð4:27Þ
and in case ðP2Þ,
Phv ¼ R0hðaiþ2;2Þkiþ2;2 þ aiþ2;1qiþ2;1 þ aiþ2;3qiþ2;3; ð4:28Þ



H.-O. Bae, D.W. Kim / Appl. Math. Comput. 148 (2004) 823–847 841
First consider Kiþ2 in case ðP3Þ. From (4.27) we have that for j ¼ 1, 2, 3,
ðPhv� vÞ 
 niþ2;j ¼ R0hðaiþ2;1Þkiþ2;1 
 niþ2;j � v 
 niþ2;j
þR0hðaiþ2;3Þkiþ2;3 
 niþ2;j þ aiþ2;jkiþ2;j0kiþ2;j00 ; ð4:29Þ
where j0, j00 2 f1; 2; 3g, and j, j0; j00 are all different. Owing to (4.6) and (4.7), we
have from (4.27) that
Z

f iþ1
v 
 niþ2;3 dr þ

Z
f iþ2
v 
 niþ2;1 dr

¼
Z
f iþ1

R0hðaiþ2;1Þkiþ2;1 
 niþ2;3 dr þ
Z
f iþ2

R0hðaiþ2;1Þkiþ2;1 
 niþ2;1 dr

þ
Z
f iþ1

R0hðaiþ2;3Þkiþ2;3 
 niþ2;3 dr þ
Z
f iþ2

R0hðaiþ2;3Þkiþ2;3 
 niþ2;1 dr

þ aiþ2;1

Z
f iþ2

kiþ2;2kiþ2;3 dr þ aiþ2;3

Z
f iþ1

kiþ2;1kiþ2;2 dr:
Since kiþ2;3ðxÞ ¼ 0 for x 2 f iþ1 and kiþ2;1ðxÞ ¼ 0 for x 2 f iþ2, we have
Z
f iþ1

ðv�R0hðaiþ2;1Þkiþ2;1Þ 
 niþ2;3 dr þ
Z
f iþ2

ðv�R0hðaiþ2;3Þkiþ2;3Þ 
 n1 dr

¼ aiþ2;1

Z
f iþ2

kiþ2;2kiþ2;3 dr þ aiþ2;3

Z
f iþ1

kiþ2;1kiþ2;2 dr: ð4:30Þ
Since niþ2;3 ¼ �niþ1;1, we have by (4.8) that
Z
f iþ1

ðPhv� vÞ 
 niþ2;3 dr ¼ �
Z
f iþ1

ðPhv� vÞ 
 niþ1;1 dr: ð4:31Þ
Thus if Kiþ1 is in case ðP3Þ then we have from (4.28) for iþ 1 that
Z
f iþ1

ðPhv� vÞ 
 niþ1;1 dr ¼
Z
f iþ1

ðR0hðaiþ1;3Þkiþ1;3 � vÞ 
 niþ1;1 dr

þ aiþ1;1

Z
f iþ1

kiþ1;2kiþ1;3 dr: ð4:32Þ
From (4.29), (4.31) and (4.32), we have
Z
f iþ1

ðR0hðaiþ1;3Þkiþ1;3 � vÞ 
 niþ1;1 dr þ aiþ1;1

Z
f iþ1

kiþ1;2kiþ1;3 dr

¼ �
Z
f iþ1

ðR0hðaiþ2;1Þkiþ2;1 � vÞ 
 niþ2;3 dr � aiþ2;3

Z
f iþ1

kiþ2;1kiþ2;2 dr:
Therefore, as we have done in the above, we obtain (4.24) for iþ 2. If Kiþ1 is in
case ðP2Þ then we have from (4.28) for iþ 1 that
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Z
f iþ1

ðPhv� vÞ 
 niþ1;1 dr ¼
Z
f iþ1

ðR0hðaiþ1;2Þkiþ1;2 � vÞ 
 niþ1;1 dr

þ aiþ1;1

Z
f iþ1

kiþ1;2kiþ1;3 dr:
From (4.29) and (4.31), we have
Z
f iþ1

ðR0hðaiþ1;2Þkiþ1;2 � vÞ 
 niþ1;1 dr þ aiþ1;1

Z
f iþ1

kiþ1;2kiþ1;3 dr

¼ �
Z
f iþ1

ðR0hðaiþ2;1Þkiþ2;1 � vÞ 
 niþ2;3 dr � aiþ2;3

Z
f iþ1

kiþ2;1kiþ2;2 dr:
Therefore, as we have done in the above, we obtain (4.24) for iþ 2 in this case.
Hence if we repeat the same process then from (4.30) we obtain (4.24) for

aiþ2;1qiþ2;1.
Step 4: Now we assume that Kiþ2 is in case ðP2Þ. Then from (4.28), we have

that for j ¼ 1; 3,
Phv 
 niþ2;j ¼ R0hðaiþ2;2Þkiþ2;2 
 niþ2;j þ aiþ2;jkiþ2;j0kiþ2;j00 ; ð4:33Þ
where j0; j00 2 f1; 2; 3g, and j; j0; j00 are all different. Owing to (4.5), we have from
(4.28) that
Z

f iþ1
v 
 n3 dr þ

Z
f iþ3=2

v 
 n2 dr þ
Z
f iþ2
v 
 n1 dr

¼
Z
f iþ1

R0hðaiþ2;2Þkiþ2;2 
 niþ2;3 dr þ
Z
f iþ2

R0hðaiþ2;2Þkiþ2;2 
 niþ2;1 dr

þ aiþ2;1

Z
f iþ2

kiþ2;2kiþ2;3 þ aiþ2;3

Z
f iþ1

kiþ2;1kiþ2;2:
Consider (4.31) on f iþ1 ¼ Kiþ1 \ Kiþ2. If Kiþ1 is in case ðP3Þ then we have from
(4.32), (4.31) and (4.33) that
Z

f iþ1
ðR0hðaiþ1;3Þkiþ1;3 � vÞ 
 niþ1;1 dr þ aiþ1;1

Z
f iþ1

kiþ1;2kiþ1;3 dr

¼ �
Z
f iþ1

ðR0hðaiþ2;2Þkiþ2;2 � vÞ 
 niþ2;3 dr � aiþ2;3

Z
f iþ1

kiþ2;1kiþ2;2 dr:
Thus, we obtain (4.24) for iþ 2, and also (4.26) in a similar way in Step 2. We
also obtain (4.26) for Kiþ1 in case ðP2Þ in a similar way in Step 3. By sum-
mation from i ¼ 1; to s we complete the proof of (4.19).
For v 2 W 2;s0 ðXÞ2, instead of (4.24) and (4.25) as in the proof of Lemma 4.1,

we obtain that the left sides are bounded by Ch2�mkvk2;~DDKiþ1 . Hence, we obtain
jv� Phvjm;Kiþ1 6Ch2�mkvk2;~DDKiþ1 :
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As above, if we follow each step, then we can complete the proof of (4.21). �

Remark. If we take m ¼ 1 in (4.19), then we have

kv� Phvk16Ckvk1;
which implies (1.4). Thus, we have shown that (1.2) is solvable in Xh � Qh.
5. Error estimate

We assume that oX is of class C2 and f 2 LsðXÞ2; 2 < s < 1. We denote by
ðu; pÞ the solution of (1.1), then by Proposition 2.1 we have
u 2 W 2;sðXÞ2; p 2 W 1;sðXÞ:
By Sobolev embedding theorem, we have W 2;sðXÞ2 
 C1ðXÞ2 and W 1;sðXÞ 

C0ðXÞ.
Suppose that Xh 
 X and dðXh;XÞ6Ch2. By setting zero outside of Xh, we

extend functions vh 2 Xh and qh 2 Qh on X, and we may consider the functions
defined on X. We denote these functions by the same notations if there is no
confusion. We denote the L2-inner products on X by h
; 
iX, and on Xh by
h
; 
iXh . Notice that for all vh 2 Xh,
�
Z

Xh

Du 
 vh dx ¼ �
X
K2Th

Z
K

Du 
 vh dx

¼
X
K2Th

Z
K
ru 
 rvh dx�

X
K2Th

Z
oK

onu 
 vh dr
and that
Z
Xh

rp 
 vh dx ¼ �
X
K2Th

Z
K
pdivvh dxþ

X
K2Th

Z
oK
pvh 
 ndr:
Since vh 2 Xh 
 C0, we have
�
Z

Xh

Du 
 vh dx ¼ hru;rvhiXh ;
and
 Z
Xh

rp 
 vh dx ¼ �hp; divvhiXh :
Taking the inner product with v ¼ vh 2 Xh in (1.1), we have

hru;rvhiXh � hp; divvhiXh ¼ hf; vhiXh : ð5:1Þ
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Subtract (1.2) from (5.1) to have
hrðu� uhÞ;rvhiXh ¼ hp � ph; divvhiXh ð5:2Þ
for all vh 2 Xh. Define
V ¼def fv 2 X : hq; divviX ¼ 0 for all q 2 Qg;
Vh ¼def fvh 2 Xh : hqh; divvhiXh ¼ 0 for all qh 2 Qhg:
For vh 2 Vh and qh 2 Qh, by (5.2) we have
hrðu� uhÞ;rðu� uhÞiXh
¼ hrðu� uhÞ;rðu� vhÞiXh þ hrðu� uhÞ;rðvh � uhÞiXh
¼ hrðu� uhÞ;rðu� vhÞiXh þ hp � ph; divðvh � uhÞiXh
6 krðu� uhÞkXh

krðu� vhÞkXh
þ kp � qhkXh

krðvh � uhÞkXh
;

since for all qh 2 Qh,

hp � ph þ qh � qh; divðvh � uhÞiXh ¼ hp � qh; divðvh � uhÞiXh :
By Young�s inequality, we have
krðu� uhÞk2Xh 6 3krðu� vhÞk2Xh þ 3kp � qhk
2
Xh
for all vh 2 Vh and qh 2 Qh. Thus, we have the following:

Proposition 5.1. Let ðu; pÞ 2 H 10 ðXÞ2 � L2aðXÞ be a solution of (1.1) and ðuh; phÞ 2
Xh � Qh a solution of (1.2). Then, we have
krðu� uhÞkXh
6 3 inf

vh2Vh
krðu� vhÞkXh

þ 3 inf
qh2Qh

kp � qhkXh
:

Since the usual interpolation I0hv defined by I0hvðxiÞ ¼ vðxiÞ at each node
for v 2 H 10 ðXÞ2 is not be defined, L2-interpolation R0h is introduced in Section 3.
However, we have already known that for sP 2 solution u of (1.1) belongs to
W 2;sðXÞ2, so that u 2 C0ðXÞ2 by Sobolev embedding theorem. Thus, for each
v 2 W 2;sðXÞ2 with s > 2;I0hv makes sense, and R0hv ¼ I0hv. We also have the
following estimate:
kv�I0hvkK þ hkrðv�I0hvÞkK 6Ch2kr2vkK ;
for K 2 Th. Consult with the statement following Lemma 3.2 or refer to

[4,5,11].

Since R0hv ¼ I0hv for v 2 W 2;sðXÞ2, for the construction of the finite element
space and Ph, we use Ih. From Proposition 5.1, we have
krðu� uhÞkXh
6Ckrðu� PhuÞkXh

þ C inf
qh2Qh

kp � qhkXh
:
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On the other hand, by taking qh as the mean value of p on each K for K 2 Th,

we have
kp � qhkXh
6 hkrpkX: ð5:3Þ
Therefore, by (4.21) we have
krðu� uhÞkXh
6Ch juj2;X

�
þ jpj1;X



: ð5:4Þ
Hence, by using the projection Ph, we have the error estimates.

Theorem 5.2. Assume that X is bounded open subset in R2 of class C2; f 2 LsðXÞ2
with 2 < s < 1, and dðXh;XÞ6Ch2. Let ðu; pÞ be a solution of (1.1) given in
Proposition 2.1, and let ðuh; phÞ 2 Xh � Qh be a solution of (1.2). Then,
krðu� uhÞkXh
þ kp � phkXh

6Ch juj2;X
�

þ jpj1;X


:

Proof. It remain only to estimate the error of the pressure. Look at the pres-

sures p and ph. We have from (5.2)
hph � qh; divvhiXh ¼ hrðuh � uÞ;rvhiXh þ hp � qh; divvhiXh

for all vh 2 Xh and qh 2 Qh. By the inf-sup condition (1.3), we have
kph � qhkXh
6
1

b
sup
vh2Xh

hph � qh; divvhiXh
krvhkXh

6
1

b
krðuh

�
� uÞkXh

þ kp � qhkXh




for all qh 2 Qh. Thus,
kp � phk6 inf
qh2Qh

kp
�

� qhkXh
þ kph � qhkXh



6 inf

qh2Qh
1

��
þ 1

b

�
kp � qhkXh

þ 1
b
krðuh � uÞkXh

�
:

By (5.3) and (5.4), we complete the proof. �

Remark. Since ðu; pÞ 2 W 2;sðXÞ2 � W 1;sðXÞ \ L2aðXÞ
� �

, we have
krðu� uhÞkXh
þ kp � phkXh

6Ch;
where the constant C does not depend on h.

For the L2 error we use a duality argument.

Theorem 5.3. With the same assumptions in Theorem 5.2, we have
ku� uhkXh
6Ch2 kuk2;X

�
þ jpj1;X



:
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Proof. We have by the duality argument that
ku� uhkXh
¼ sup

g2L2ðXhÞ2

hg; u� uhiXh
kgkXh

: ð5:5Þ
We extend g on X [ Xh by setting zero outside Xh. By restricting g on X we have
g 2 L2ðXÞ2. Thus, there is a unique solution for each g 2 L2ðXÞ2, there is a
unique solution ðvg; lgÞ such that
hrvg;rfwiX þ hlg; div fwiX ¼ hg; fwiX for all fw 2 XX;
hrvg; liX ¼ 0 for all l 2 L2ðXÞ:

�
ð5:6Þ
Then, by the regularity of Stokes equations on smooth domain X, we have
kvgk2;X þ klgk1;X 6CkgkX: ð5:7Þ
Taking fw ¼ u� uh in (5.6), we get
hrvg;rðu� uhÞiXh þ hlg; divðu� uhÞiXh ¼ hg; u� uhiXh ;
By (5.2), we have
hrvh;rðu� uhÞiXh ¼ hp � ph; divvhiXh ¼ hp;divvhiXh ¼ hp � qh; divvhiXh

for all vh 2 Vh and qh 2 Qh. Since vg 2 V , we have
hdivvg; p � lhiX ¼ 0 for all lh 2 Qh:
Thus we have that for all vh 2 Vh and qh; lh 2 Qh,
hg; u� uhiXh ¼ hrðvg � vh þ vhÞ;rðu� uhÞiXh þ hlg; divðu� uhÞiXh
¼ hrðvg � vhÞ;rðu� uhÞiXh þ hdivvh; p � qhi

þ hlg; divðu� uhÞiXh
¼ hrðvg � vhÞ;rðu� uhÞiXh þ hdivðvh � vgÞ; p � qhiXh

þ hlg; divðu� uhÞiXh
¼ hrðvg � vhÞ;rðu� uhÞiXh þ hdivðvh � vgÞ; p � qhiXh

þ hlg � lh; divðu� uhÞiXh

since hlh; divðu� uhÞiXh ¼ 0. We have that for all vh 2 Xh and qh; lh 2 Qh,
jhg; u� uhiXh j6 krðvg
�

� vhÞkXh
þ klg � lhkXh



krðu

�
� uhÞkXh

þ kp � qhkXh



:

Thus, taking vh ¼ Ihvg and lh the average of lg on each K, we have by (5.7)
that



H.-O. Bae, D.W. Kim / Appl. Math. Comput. 148 (2004) 823–847 847
jhg; u� uhiXh j6Ch kr2vgkX

�
þ krlgkX

�
krðu

�
� uhÞkXh

þ kp � phkXh



6ChkgkXh

krðu
�

� uhÞkXh
þ kp � phkXh



:

Thus we have by Theorem 5.2 and (5.5) that
ku� uhkXh
6Ch2 kr2ukX

�
þ krpkX

�
;

which completes the proof. �

Corollary 5.4. With the same assumptions in Theorem 5.2, we have
ku� uhkXh
6Ch2:
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